Prediction of Protein Secondary Structure at 80% Accuracy
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ABSTRACT Secondary structure prediction involving up to 800 neural network predictions has been developed, by use of novel methods such as output expansion and a unique balloting procedure. An overall performance of 77.2%–80.2% (77.9%–80.6% mean per-chain) for three-state (helix, strand, coil) prediction was obtained when evaluated on a commonly used set of 126 protein chains. The method uses profiles made by position-specific scoring matrices as input, while at the output level it predicts on three consecutive residues simultaneously. The predictions arise from tenfold, cross validated training and testing of 1032 protein sequences, using a scheme with primary structure neural networks followed by structure filtering neural networks. With respect to blind prediction, this work is preliminary and awaits evaluation by CASP4. Proteins 2000;41:17–20. © 2000 Wiley-Liss, Inc.
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INTRODUCTION

Prediction of protein tertiary structure from the amino-acid sequence remains one of the biggest challenges in structural biology. One step toward solving this problem is by increasing the accuracy of secondary structure predictions for subsequent use as input to ab initio calculations or threading algorithms. The predictions are of significant importance to protein fold recognition and homology modeling, and the degree to which the secondary structure can be determined has become a benchmark for protein structure prediction. Studies have shown that an increased performance in secondary structure prediction can be obtained by combining several estimators, e.g., neural networks.1,2 A combination of up to eight neural networks has been shown to increase the accuracy, but a saturation point was reached in the sense that adding more networks would not increase the performance substantially.3 Here we report on an improved procedure for generating and combining up to 800 predictions of differently trained neural networks. Early methods for predicting protein secondary structure relied on the use of single protein sequence.4–7 Several groups have shown that a significant increase in performance can be obtained by using sequence profiles8–11,13 or position-specific scoring matrices12 obtained using the PSI-BLAST program.13 The data presented in this study also shows that a significant increase in performance can be obtained by a neural network algorithm where secondary structure prediction is performed on several consecutive residues simultaneously.

MATERIALS AND METHODS

Preparation of Data Set for Network Training and Evaluation

Data used to train the neural networks was prepared from the Protein Data Bank version of August, 1999.14 An extensive quality check was applied to the PDB entries. For X-ray structures a resolution cutoff of 2.5 Å was used. For NMR ensembles, subsets of residues with mean Ca-Cα distance RMSD below 1.0 Å were selected. Prior to splitting candidate PDB entries into single chains, assignments of eight-category secondary structure classes were made using the DSSP program.15 A minimum chain length of 30 residues was required, and chain breaks were not allowed. This reduction resulted in a set of 9926 protein chains. Sequence similarity reduction using the Hobohm algorithm #1,16 as described previously,17 reduced the set further to 1,168 chains. Transmembrane proteins were removed manually. Sequences with a high similarity to the RS126 set1 were subsequently removed using the Hobohm algorithm #1, resulting in a train/test set of 1032 protein chains (TT1032 set) used for training of all neural networks. The 126 protein chains in the RS126 set were used only for final evaluation of network performance. Evaluation of the performance shown in Figure 1 (on the RS126 set) was done using sequences where sequence gaps corresponding to missing residues in the coordinate file were filled in using SWISS-PROT sequences.

Sequence Profiles

Sequence profiles were generated with the program PSI-BLAST.13 Profiles were constructed from a log-odds substitution matrix after three BLAST iterations, provided such a matrix was produced by the program. Otherwise the profile was made from a BLOSUM62 matrix.18 Homologous sequences were searched for in a nonredundant database of sequences extracted from SWISS-PROT and TREMBL.19 This database was preprocessed such that residues in the protein sequences, annotated as RICH, COIL, REPEAT, HYDROPHOBIC, SIGNAL, or
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TRANSMEMBRANE, were substituted with an X in order to avoid matching unrelated sequences with PSI-BLAST.

Secondary Structure Class Reduction

The neural networks were trained to predict a three-category (HEC) secondary structure assignment which was reduced from the eight-category assignment produced by the DSSP program. The secondary structure categories were cast into three categories using either the plain DSSP secondary structure definition: H (helix) = {H}, E (strand) = {E}, and C (all remaining categories) = {IST} or the definition: H (helix) = {HG}, E (strand) = {EB}, and C = {IST}.

Neural Networks

A feed-forward neural network architecture was used, with one input layer, one hidden layer, and one output layer. Weights were updated using the conventional back-propagation procedure. Several different input and hidden layer sizes were used. Sequence-to-structure neural networks consisted of input layers corresponding to 15, 17, 19, or 21 residues in a sequence window, in combination with a hidden layer consisting of 50 or 75 units, and nine output units corresponding to HEC class predictions for each of the three central residues $i$, $i-1$, and $i+1$ in the input window. In addition to the sequence profile encoding, we used two neurons encoding the relative position in the protein sequence ($i/L$) and 1- ($i/L$), where $L$ is the length of the protein chain, two neurons encoding the relative size of the chain ($L/L_{max}$) and 1- ($L/L_{max}$), where $L_{max}$ is the length of the longest protein chain in the training set, and 20 neurons encoding the frequencies of the 20 amino-acids in the sequence.

Output Expansion

The simultaneous prediction of secondary structure class assignments for residue $i$ and several residues in the immediate vicinity of residue $i$ is called output expansion. Training with output expansion set to ± 1, results in nine output categories. The assignment of the central residue $i$ in a window, becomes dependent on the three-state assignment of its neighbor residues at positions $i-1$ and $i+1$, respectively. An example of the output expansion assignment scheme is shown in Table I.

Output from the sequence-to-structure network is fed to a structure-to-structure network with an input layer consisting of nine output activities from a network with output expansion in a sequence window size of 17, a hidden layer consisting of 40 units, and an output layer consisting of three units corresponding to HEC class predictions for residue $i$.

Network performance was measured using the Q3 score, which is the sum of correct predictions in three-class predictions divided by the total number of residues, and the Matthews correlation coefficient for each secondary structure class.
Network Training

The neural networks were trained and tested on the TT1032 data set using a tenfold, cross validation procedure, i.e., using 9/10th of the data (training set) to perform feed-forward and backpropagation, and the remaining 1/10th of the data (test set) to determine the stopping condition. The same partitioning of the training and test sets was used for sequence-to-structure and structure-to-structure networks, thus producing a total number of 100 combinations for each of the eight architectures used. A matrix representing an optimal transformation of network output activities into probabilities was produced for each of the 800 network combinations using the entire TT1032 output activities into probabilities was produced for each of the eight networks. Probability transformation matrices were made after training was complete, and were used thereafter to produce HEC probabilities for a query sequence here represented by the RS126 set.

Balloting Probabilities

The balloting procedure is a statistical method that enables an efficient combination of multiple predictions. The procedure consists of two steps: First per residue confidence values, \( \alpha_{ijk} \), are associated with each residue \( i \) in chain \( j \) for prediction \( k \), as the highest minus the second highest of the three probabilities \( P_{ijk}(H) \), \( P_{ijk}(E) \), and \( P_{ijk}(C) \). A mean confidence for prediction \( k \) on chain \( j \) is calculated:

\[
\alpha_k = \frac{1}{N_j} \sum \alpha_{ijk}
\]

where the sum is over all residues \( i = 1 \ldots N_j \) in chain \( j \). Furthermore a mean and standard deviation per chain confidence is calculated:

\[
\langle \alpha_j \rangle = \frac{1}{N_k} \sum \alpha_{jk}
\]
\[
\sigma_j = \sqrt{\langle \alpha_j^2 \rangle - \langle \alpha_j \rangle^2}
\]

where the sum is over all predictions \( k \). The probability \( P_{ij}(\text{class}) \) for residue \( i \) in chain \( j \) is calculated:

\[
P_{ij}(\text{class}) = \frac{\sum \alpha_{ik} P_{ijk}(\text{class})}{\sum \alpha_{ik}}
\]

where class means H, E, or C, and the sum is over a subset of prediction sets \( k \) for which \( \alpha_{ijk} \) is greater than \( \langle \alpha_j \rangle + \sigma_j \), with the constraint that at least 10 prediction sets \( k \) are included in the weighted average.

### Table I. Assignment Schemes Used for Neural Network Output Categories

<table>
<thead>
<tr>
<th>Primary structure</th>
<th>Assignment without output expansion</th>
<th>Assignment with output expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>C</td>
<td>-CC</td>
</tr>
<tr>
<td>2G</td>
<td>C</td>
<td>CHH</td>
</tr>
<tr>
<td>3W</td>
<td>H</td>
<td>HHC</td>
</tr>
<tr>
<td>4A</td>
<td>H</td>
<td>HCE</td>
</tr>
<tr>
<td>5L</td>
<td>C</td>
<td>CE-</td>
</tr>
<tr>
<td>6I</td>
<td>E</td>
<td></td>
</tr>
</tbody>
</table>

*Example of the assignment scheme used for a protein sequence with and without output expansion.*

### Results

#### Output Expansion and Balloting Procedure

Predictions were made using neural networks trained on a set of 1032 high-quality protein chains non-sequence similar to the RS126 set. The RS126 evaluation set was not used at any point during training and testing of the networks. A total of 800 prediction means were generated with diverse network architectures, and cross validated on test and training sets both as sequence-to-structure and structure-to-structure networks. Window sizes in the range of 15 to 21 amino acids were applied in combination with 50 and 75 hidden neurons. Using the plain secondary structure assignment, an overall three-state prediction performance (Q3) of 80.2% was measured for the evaluation set of 126 protein chains, with a mean per-chain performance of 80.6%. With output expansion, the percentage of correct predictions were 84.6%, 69.0%, and 82.2% with correlation coefficients of 0.778, 0.639, and 0.623 for the DSSP secondary structure categories H, E, and C, respectively. Without output expansion, the Q3 performance was 0.5% lower. Combining predictions using a balloting scheme increases performance significantly over straight-forward averaging (Fig. 1) and the performance continues to increase as more networks are included in the balloting process. Thus, it is possible to benefit even from suboptimal networks when predictions are combined efficiently. In the earlier work of Chardonia and Karplus, extension to eight networks was indicated as an upper limit for increased performance. The reason for this is that predictions produced by suboptimal networks have a larger detrimental influence on the performance obtained by taking a simple average compared to the balloting procedure employed in the present study.

Networks were also trained and tested using the other secondary structure definition. With this definition a per residue Q3 performance of 77.2% (77.9% mean per-chain) was obtained with correlation coefficients of 0.733, 0.629, and 0.574, for H, E, and C, respectively.

#### Comparison With Other Secondary Structure Prediction Methods

In the recent CASP3 experiment the PSI-PRED method was shown to have superior performance on 23 out of 35 sequences included in the experiment. We therefore trained 10 sequence-to-structure and 10 structure-to-structure neural networks with the same architecture as used by Jones. The average performance of these networks was 78.0% when tested on the RS126 set, using the plain DSSP secondary structure definition. This is comparable to the evaluation set performance of 78.3% reported in the study by Jones.

### Discussion

We have found that an increase in the accuracy of secondary structure prediction can be obtained by combining many neural network predictions. Previously up to eight networks have been used in part because it was too computationally demanding to include many network predictions, and in part because it seemed that a saturation
point had already been reached. Furthermore, we have also shown that an increase in performance can be obtained using a novel procedure called output expansion in which the secondary structure is predicted for a given residue and its neighbors simultaneously. The additional output units give hints to the neural networks thereby restraining the weights leading to improved generalization.

The PHD method developed by Rost and Sander performed best in the CASP2 experiment with a mean Q3 of 74%.23 In a recent comparative study, the PHD method had the best Q3 (71.9%) of all individual methods tested, while a consensus method scored 72.9%.2 In CASP3 the PSI-PRED method12 performed best with Q3 performances of 73.4% and 74.6%, respectively, on the two small test sets used by the evaluators. The PSI-PRED method was approximately seven percentage points better than a version of the PHD method similar to the one used in CASP2.22

For a comparison to the PSI-PRED approach we have kept our training, test, and evaluation data sets identical, and only changed the methodological aspects in order to show how the improvement was obtained. The comparison clearly demonstrates that the 800 network scheme, with prediction on several residues simultaneously, outperforms the single network approach used in PSI-PRED. In his article, Jones12 reports a Q3 performance of 76.5% using a CASP-like secondary structure definition, and a Q3 performance of 78.3% with the plain DSSP secondary structure definition identical to the one used in the first part of our study. In our hands an implementation of the Jones method produces a Q3 performance of 78.0% using the plain secondary structure definition. The comparison shows that there is only a small difference in performance using the PSI-PRED training/evaluation set redundancy reduction based on CATH fold classes12 and the homology reduction used here. In our work we use a reduction scheme which is essentially identical to that used in the PHD approach.24 The additional 2% gain in performance we observe using methods described here thus appears to be a significant improvement in secondary structure prediction performance, compared to that obtained using the PSI-PRED method, which was previously reported to be the best available.
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